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ABSTRACT: With advancement in software field, development is increasing day by day and to reduce the cost 

and time involved in development by developers the demand of Reusability is increasing. we are doing work on 

source code reusability. Source code reusability utilized to grow quality and profitability of programming.Itso 

improves in general nature of programming in least vitality and time. So, we have studied about some attributes 

and also studied about various metrics to measure and quantify these attributes and justify them. Major goal is to 

describe the role of Reusability and its scenario and justify the result. 
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1. INTRODUCTION 

Reuse of software components is becoming more 

and more important in a variety of aspects of 

software engineering. Recognition of the fact that 

many software systems contain many similar or 

even identical components that are developed from 

scratch over and over again has led to efforts to 

reuse existing components. Structuring a system 

into largely independent components has several 

advantages. It is easy to distribute the components 

among various engineers to allow parallel 

development. Maintenance is easier when clean 

interfaces have been designed for the components, 

because changes can be made locally without 

having unknown effects on the whole system. And, 

if components' interrelationsare clearly documented 

and kept to a minimum, it becomes easier to 

exchange components and incorporate new ones 

into a system. 

Software reuse and software components have a 

major influence on the structure of software 

systems 

 

 

 

 

as well as on the way we build them. Yet, 

manyquestions are still unanswered. What are 

software components? What are their properties 

that support reuse and adaptability? What are the 

requirements for building evolving systems? What 

are the implications for the software life cycle? 

What are the legal, economic and organizational 

consequences? In this book we will provide 

answers to these important questions. In the rest of 

this chapter we briefly give an introduction to what 

we mean by software component provides an 

overview of the structure. 

COMPONENT-BASEDSOFTWARE 

ENGINEERING 

 

Component-based Software Engineering (CBSE) 

become known in late 1990s. Motivation behind 

the development of this approach is, software 

developer are not satisfied by reusability approach 

through object oriented analysis. It is the process of 

defining, selection, implementation, retrieving, 

integrating loosely coupled software components 

into applications. 

In CBSE, software applications are build from pre-

developed software components, it enhances the 

degree of software reusability, and the software 

applications are developed with reusable software 

components through integration mechanism like 

interface, pipe, glue code. Figure 1 depict the 

principal activities of CBSE. 
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Figure 1 : Component-based Software 

Engineering Process 

 

2. LITERATURE REVIEW 

Shiva, S. & Shala, Lubna. (2007).  Since the 

concept of systematic software reuse was proposed 

in 1968, several approaches have been suggested to 

achieve the promised potential of software reuse. 

Three of the major approaches are componentbased 

software reuse, software architecture and design 

reuse, and domain engineering and software 

product lines.  

Tawfig et al (2014) The idea of reuse is nothing 

but the skill to merge the software concepts to form 

a larger unit of software. It improves the quality 

and productivity of software production process. 

This paper in brief gives the review of the current 

research status in the field of software reuse and the 

research contributions. Here several upcoming 

trends for research in software reuse are examine. 

Devi, T. R., & Rama, B. (2017) Reuse of 

programme product results from the use of the 

already available modules in the development of 

new applications. In order to increase efficiency 

and the consistency of software programmes, 

reused components should be used in the most 

important and efficient way. In order to reuse 

repository elements, we must concentrate on 

choosing the required retrieval process. The option 

of choosing the right or best suited component and 

the excellent possible collection of the component 

we have received is more complex than easy 

component retrieval. 

He, X., Xue, C., & Zhou, Q. (2015).  In 

comparison, there is a lack of system engineering 

method in process science reusing information. 

This paper offers a device architecture method for 

reusable applications, integrating a multiple 

iterative model , in order to systematically 

construct reusing technique and methodology, and 

efficiently create reusable software items. 

 

3. PROPOSED APPROACH  

The non-linear approach is used mainly for data 

analysis and high-dimensional data visualisation. 

T-SNE gives you a feeling or intuition about how 

the data is organised in a high-dimensional space, 

in simpler words. In 2008, Laurens van der 

Maatens and Geoffrey Hinton created it. 

t-SNE vs PCA 

If you know Principal Components Analysis ( 

PCA), so you're probably curious about the 

difference between PCA and t-SNE, just like me. 

The first thing to remember is that, while t-SNE 

was developed in 2008, PCA was developed in 

1933. Since 1933, something has improved in the 

world of computer science, especially in the area of 

computing and data scale. Second, PCA is a 

technique of linear dimension reduction that aims 

to optimise variance and preserves large distances 

in pairs. In other words, things that are distinct end 

up far away. This can lead to poor visualisation, 

especially when working with multiple constructs 

that are not linear. Think of any geometric form as 

a multiple structure: cube, ball, circle, etc. 

Bayes Algorithm 

Naïve Bayes is a subset of Bayesian decision 

theory. It’s called naive because the formulation 

makes some naïve assumptions. Python’s text-

processing abilities which split up a document into 

a vector are used. This can be used to classify text. 

Classifies may put into human-readable form. It is 

a popular classification method in addition to 

conditional independence, overfitting, and 

Bayesian methods. In the face of the simplicity of 

Naive Bayes, it can classify documents surprisingly 

well. Instinctively a potential justification for the 

conditional independence assumption is that if the 

document is about politics, this is a good evidence 

of the kinds of other words found in the document. 

Naive Bayes is a reasonable classifier in this sense 

and has minimal storage and fast training, it is 

applied to time-storage critical applications, such as 

automatically classifying web pages into types and 

spam filtering 
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Logistic Regression 

NB is a basic Bayesian supervised classifier that 

assumes that, given the sense of the class, all 

attributes are independent of each other: 

 

In certain real-world cases, this is called the NB 

assumption, which is rarely valid. Classification is 

sometimes performed by NB. The parameters for 

each property can be modified independently due 

to this assumption, and this significantly simplifies 

learning, particularly when the number of 

properties is enormous. In view of the NB 

presumption, as a function of the likelihood of 

consistency values for all word characteristics, the 

likelihood of a study dependent on its class can be 

calculated. 

• To show how to use linear model 

stochastic gradient descent on multi-class 

classification/discrimination 

• import class 

sklearn.linear_model.SGDClassifier 

• Gradient descent is an iterative 

optimization algorithm to find the 

minimum of a function. Here that function 

is our Loss Function. 

• Imagine a valley and a person with no 

sense of direction who wants to get to the 

bottom of the valley. He goes down the 

slope and takes large steps when the slope 

is steep and small steps when the slope is 

less steep. He decides his next position 

based on his current position and stops 

when he gets to the bottom of the valley 

which was his goal. 

Let’s try applying gradient descent 

to m and c and approach it step by step: 

• Initially let m = 0 and c = 0. Let L be our 

learning rate. This controls how much the 

value of m changes with each step. L 

could be a small value like 0.0001 for 

good accuracy. 

• Calculate the partial derivative of the loss 

function with respect to m, and plug in the 

current values of x, y, m and c in it to 

obtain the derivative value D. 

 

• Dₘ is the value of the partial derivative 

with respect to m. Similarly lets find the 

partial derivative with respect to c, Dc  

 

• Now we update the current value 

of m and c using the following equation: 

 

• We repeat this process until our loss 

function is a very small value or ideally 0 

(which means 0 error or 100% accuracy). 

The value of m and c that we are left with 

now will be the optimum values. 
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• Now going back to our analogy, m can be 

considered the current position of the 

person. D is equivalent to the steepness of 

the slope and L can be the speed with 

which he moves. Now the new value 

of m that we calculate using the above 

equation will be his next position, 

and L×D will be the size of the steps he 

will take. When the slope is more steep 

(D is more) he takes longer steps and 

when it is less steep (D is less), he takes 

smaller steps. Finally he arrives at the 

bottom of the valley which corresponds to 

our loss = 0. 

Now with the optimum value 

of m and c our model is ready to make 

predictions ! 

• Proposed algorithm used algorithms in 

machine learning, mainly because it can 

be applied to any function to optimize it 

 

4. RESULTS ANALYSIS 

Compute precision, recall, F-measure and support 

for each class 

the precision is the ratio tp / (tp + fp) where tp is 

the number of true positives and fp the number of 

false positives. The precision is intuitively the 

ability of the classifier not to label as positive a 

sample that is negative. 

The recall is the ratio tp / (tp + fn) where tp is the 

number of true positives and fn the number of false 

negatives. The recall is intuitively the ability of the 

classifier to find all the positive samples. 

The F-beta score can be interpreted as a weighted 

harmonic mean of the precision and recall, where 

an F-beta score reaches its best value at 1 and worst 

score at 0. 

The F-beta score weights recall more than precision 

by a factor of beta. beta == 1.0 means recall and 

precision are equally important. 

The support is the number of occurrences of each 

class in y_true. 

• Naive Bayes using TF-IDF 

• but split it first into train-set (80% of our 

data-set), and validation-set (20% of our 

data-set) 

 

 

Figure 4. 1: Data Visualization Principal 

Components analysis   

 

Figure 4.2 : Data Visualization using t-distributed 

stochastic neighbor embedding 
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Figure:4.3  Data Visualization using Principal 

Components analysis   

 

Figure 4.4 : Data Visualization using t-distributed 

stochastic neighbor embedding 

 

 

The support is the number of occurrences of each 

class in y_true. 

 

 

Feed Naive Bayes using hashing but split it first 

into train-set (80% of our data-set), and validation-

set (20% of our data-set) 

 

This segment addresses established research model 

and its implementation. The related prediction of 

reusability using numerous techniques has been 

investigated. Here, machine parameters are used as 

data, and the output is their respective significance 

for determining reusability of the individual classes 

and outputs for prediction. Inter-modal evaluation 

of effectiveness is carried out in order to find the 

highest performing model to be recommended for 

employability in real time. The following section 

briefs on policy or analytical application, 

accompanied by collected findings and their 

respective interpretations. In this article, given the 

relevance of reusability estimation for optimum 

programme architecture, numerous algorithms have 

been evaluated for their respective effectiveness 

against earlier reusability prediction, including 

numerous artificial intelligence techniques. 

 

5. CONCLUSION 

Here we shows that a survey of Reusability. We 

have studied about approximately twelve attributes 

and also studied about various metrics to measure 

and quantify these attributes and justify them.  

As a result of this evaluation it is confirmed that the 

proposed study justify the fact of Reusability. 

The reliability terminology increases the efficiency 

of the Software Reuse process. It also enhances the 

whole process of compatible issues with software 
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reuse component because the component of a 

software should be supportive and compatible the 

other component of other software. Today, the 

scenario of software reuse is highly progressive. 

Software reuse terminology can be more extended 

in a progressive manner in future. Software reuse 

directly impacts on the factor of cost and time. The 

third factor reliability can be introduced in the 

software reuse terminology. In the article, we have 

tried to get the possible issues of reliability with the 

help of software reuse terminology. Finally, it is 

observed that the software reuse process can be 

beneficial for achieving the reliable and quality 

software products 

6. FUTURE WORK  

By applying these cohesion and coupling metrics 

on source code we will find how much code is 

reusable. So our main focus is to find how the 

source code will reusable. Higher stability, and 

lower defect density of reused parts clearly 

illustrate the industrial value of reuse. Both of these 

observations reflect explicit information based on 

their own data and are also critical for determining 

future reuse approaches. Results in potential 

information reuse experiments can also be 

considered as a benchmark for comparison. 
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