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Introduction
A complex sequence, whose k™ term is xx is denoted by {x;} or simply. Let & be the set of all

finits sequences. A sequence x = {x;} is said to be analytic if sup | Xij |1/'+J < . The vector space of
ij
all analytic sequences will be denoted by /\2 . A sequence x is called entire sequence is
lim | Xij |1/'+J = 0. The vector space of all entire sequences will be denoted by 2. Throughout
i+ j—oo
the article F,?,, . /\%/I denote the orlicz space entire and analytic sequences respectively.
Throughout m,n denotes an arbitrary positive integer. Kizmaz [1] introduced the notation

of difference sequence spaces as follows : X(&) {x = (x) : (Axij JBIX}; for X = kﬁo, c?, C(2) , Where Bx =
(Axij) = (x;j— Xi+1,j+1). Later on the notion was generalized by Et and Colak [2] as follows: X( Arrr,1 ) ={x
= (x;) : (Arrr]1 xij) @ X} for X= 7»%0, c, C% , where m@IN, Arr? x=(x;) and Arr? x=(ArrT,1 Xij)=(Am_1Xij
Am_l Xi+1j41)-

Z (‘DL’(T)(S) foralli,j@N

2<m+n<u+v
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Later on difference sequence spaces have been studied by Et [3], Et and Nuray 4], Colak et
al [5], Isik [6], Altin and Et [7] and many others.

Orlicz [8] used the idea of Orlicz function to construct the space (LM), Lindenstrauss and
Tafriri [9] investigated Orlicz sequence spaces in more detail, and they proved that every Orlicz

sequence space k%\/l contains a subspace isomorphic to k% (1<p < ). Subsequently different

classes of sequence spaces defined by Parashar and Choudhary [10]. Mursaleen et al [11], Bektas
and Altin [12], Tripathy et al [13]. Rao and Subramanian [14] and many others. The Orlicz
sequencespaces are the special cases of Orlicz spaces studied in Ref [15].

Recall ([18].[15]) an Orlicz function is a function M : [0, o0)R[0, o) which is continuous,
non-decreasing and convex with M(0) = 0, M(x) > 0, for x > 0 and M(x)B o0 as xR 0. If convexity of
Orlicz function M is replaced by M(x+y) < M(x)+M(y), then this function is called modulus function,
defined and discussed by Ruckle [16] and Maddox [17].

Let (€2, X, 1) be a finite measure space. We denote by E( L) the space of all (equivalence

classes of) X EImeasurable functions x from € into [0, o). Given an Orlicz function M, we define
on E(B) a convex functional Iy by

(x) = [ M(x(t))dy,
Q

and an Orlicz space LM(@) by LM(®) = {x BRR(R) : Iu(Ex) <+ o0 for some &> 0}, (For detail see [8], [15]).
Lindenstrauss and Tzafriri [9] used the idea of Orlicz function to construct Orlicz sequence
space

o0
X
M = {XGW: ZM(MJ<OO, for some p>0}
— P
k=1
where w = {all complex sequences}.
The space Ay with the norm

]| =inf{p>0: iM(lX—F')‘l}ﬂ},

k=1
Becomes a Banach space which is called an Orlicz sequence space. For M(t) = t?, 1<p<,the
space coincide with the classical sequence space Xp .

Given a sequence x = {x} its n' section is the sequence
X" = (x1, X2, ..., Xn, 0, 0, ...)

B =(0,0,..1,0,0,..), 1in the n' place and zero’s else where; An FK-space (Frechet coordinate
space) is a Frechet space which is made up of numerical sequences and has the property that the
coordinate functional p(x) = x« (k =1, 2, ...) are continuous.

An FK-space or a metric space X is said to have AK-property if (8"") is a Schauder basis for X
or equivalently xEx (AK stands for Abschnitts Konvergenz or sectional convergence). The space is
said to have AD (or be an AD space) if Bl is dense in X.

We note that AK implies AD by [18].

If X is a sequence space, we define

(i) X© = the continuous dual of X.
(i) 2XOL: {a=1(ay): ZZ | x| <00, for each x&X};
2<i+j<N

(iii) 2B {a=1(ay): z Z aifZix; is convergent for each x@X};
2<i+j<N

(iv) 2y ={a = (ay): sup zz aijkijxij <00, for each x@AX};
m,n |2<i+j<N
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(v) Let X be an FK-space and X D 2. Then X = {f(@") : BEX®}, 2XOL, 2xB , 2 , are called the
B, BE and B dual of X, respectively.

Note that 2XOL c2XP = 2XY 1f XY then 2Y“ - 2X“, for@ =0, &, or .
Lemma 1.1. (See (9) Theorem 7.2.7)). Let X be an FK-space and X D [&. Then
(i) X2 X,

(i) IfXhasAK, 2XP =20
(i) IfXhasAD, 2XP=2x2
We note that 2T'% = 2P = 272 A2,

i+]
Definition 1.2 : The space consisting of all those sequence x in w such that M[& 0 as
p

i+j@ oo for some arbitrary fixed @ > 0 is denoted by F,%A , M being on Orlicz function. In other words

| it | Yi+j
M(#j is a mill sequence. F,%A is called the Orlicz space of entire sequences. The
p

i+]

| i = iy Y

space F,%A is a metric space with the metric d(x, y) = SUp M
ij P

for all x = {x;}
—fulin T2
andy ={ys}in I'\g .

Definition 1.3. If M is a convex function and M(0) = 0, then M?(1x) < N1 M?(x) for all | with0< 1
<1

Definition 1.4. The space consisting of all those sequence x in w such that

i+]
i Y
sup M(& <00 for some arbitrarily fixed @ > 0 is denoted by A2 M, M? being an
i,j p
| i 1) 2
Orlicz function. In other words | M| ———— | | is a bounded sequences. A M is called the
p

Orlicz space of bounded sequence.

Definition 1.5. A sequence space E is said to be solid or normal if (&;x;)BE whenever (xij)2E and for
all sequences of scalars (&) with |B;] <1, [20].
Let p = (pj) be a sequence of positive real numbers with 0 < p; <sup pj = G and let D =
Max(1.2°™). The for a;b;BC, the set of complex numbers for all i,jB, we have
Jajj + by "0 <play [P0 + by [ (1)
In this paper, we define the following sequence spaces.
Let M be an Orlicz function, x be locally convex Hausdroff topological linear space whose

topology is determined by a set Q of continuous semi-norms g. The symbol A2 (X), r? (X) denotes
the space of all analytic and entire double sequences defined over X. We define the following
sequence spaces:
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A T 5
2 ..X..
AR (ATD 4 W) = xen2(X)stp—— T | m| g —C00 >, for some p>0

mnM+N 2<i+j<m+n P

2
Tia (AR.p. @, )=
Yi+j\\Pi
AT iXii
L >y mg —2 — 0,asm+n — oo for some p>0}.
m+n 2<i+j<m+n p

XEFZ(X)Z

2. Main Results

Inthis section we examine some topological properties of spaces F,%A (Ar,?,p, g, 1) and /\,2\/|

(Am ,P, 0, A) and investigate some inclusion relations between these spaces.

Proposition 2.1. If M is an Orlicz function, then F|€/| (Am ,P, Q, A) is a linear set over the
set of complex numbers C.

Proof. Let x,y@T"y; (AT, p, 0, 1) and EREEEC2. In order to prove the result, we need to
find some B3 such that

I Vit Pl
m
x> M| g — ( i P ”y”) [0 as m+nEa. (2.1)
M+N ocitj<men P3
Since X,y F,%A (Am ,P, 0, A), there exist some positive B; and B, such that
1 NI aals
> | M| g NI B0 as m-+ne
m+n 2<i+j<m+n P1
and
B 7PRij
1

M+N H<iyj<men P2

m, . Vi+j
DI IEY q{(AL'Jy'J)J B0 as m-+ne

Since M is a non-decreasing modules function, g is semi-norm and A}, is linear then
Pij

1i+j
1 ZZ M q{Arr?(OLKinij-f—B?uijyij)J .

= 2<i+j<m+n P3
[ L Vi P
L i+] i i+]
1 S mq (OL)V'H(AT?»inij)V +(B)]/'+J(Aw7vijyij)u
m+n 2<i+j<m+n P3 P3
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Vi+j\ P
m
Ty M| g An(a%ijxiﬁﬁ?»ijyij)
2<i+j<m+n P3
.. RN Pij
m I+] m i+]
1 Y Mg (a)(AnKinij)V +(B)(An7vijyij)‘/
m+n 2<i+j<m+n P3 P3
1
Take B3 such that — = min{ii,ii}
P3 lolpy [Blp2
i Vit j\Pi
m
1 TS Mg An(akijxij+l37»ij>/ij)
M+N Hcitj<men P3
i o it Pl
i+] m Ji+]
, RN L.
>y M| g n/Vijiij L 8n ijYij
m+n 2<i+j<m+n P1 P2
. Pij
i\ Pij co\Vi+] J
I+ i+]
1 S M| g M M| q (Amijyij)u
M+N ogitj<m+n P1 P2
BED Y Mg I o M| gl SNt
M+N Hcitj<m+n P1 P2

B0 (m+nEz)
Pij

RO as

Yi+]
AphijXij +BAWinij)
P3

By (2.2) and (2.3). Hence mi YY (M q[(a

2<i+j<m+n

m+nBE. So (Bx + y)F,%A (AT, p, g, 1). Therefore F,%A (AT, p, g, 1) is a linear space. This
completes the proof.

Proposition 2.2. 1“,3,, (Am,p, g, A) are paranormed spaces (not totally paranormed) with
-\ TPij
i+]
2. - )
ga (x) =infp"M/T0qup| M| g ————— <Lp>0;, where H=max| 1,sup p;;
i j> p i,h

Proof. Clearly gi (x) ERO, gi (x) = gi (Bx) and g () =0, where @ is the zero sequence of

Let (xi), (vi)@ 1“,3,, (A, p, g, 1) . Let B; and B > O be such that
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TP ivi\\1Pu
1+ 1+
e gy
sup| M| q| ———— BE1and sup| M| q — ol 1.
i,j> P1 i,j>1 P2
Then
YA (s
sup| M| g (An (kljxlj+}‘ljylj))l/ [ P1 ]sup M| g AnhijXij .
i,j> p P1tP2 /)i 1 pP1
N\ TRij
1+]
(Amk-- )]7/
(L] sup| M| q Cntiiyiy) 1.
P1LtP2 )i, j> P2
Hence,
gi(x+y)inf{(p1+p2)pm”/H ‘m,ne N}
e |
..X..
BRinf (pl)")mn/H ssup| M| g A <lLp;>0mneN
i, j>1] pP1
(i | &
+inf (pz)pm”/H:sup M| q Cntiiiy) <lpy>0,mneN
i, j21 P2

Thus we have gi (x+y)E gi (x)+ gi (y). Hence, satisfies thetraining inequality. gi (By) = inf

TP
i+]
(nmijxij)”

oPm/H - supl M| g <1, mn>N
i,j> p
(Am;v. ._)‘/”j Pl
=inf{r( Prn /H . n AijXij =
= n) 2sup| M| g <Lr>0mneN}, wherer=
r

i, j>

;"o

Hence, F,%A (A™,p, g, 1) is a paranormed space.
This completes the proof.

Proposition 2.3. Let M% and M% be two Orlicz function.
2 2 2
Then Ty, (AT, p, g, M) 1 Ty, (ATM,p, g, 1) < IVIRYR (AT, p, g, 1)

Proof. Let XFI%/Il (AM,p, g, ) I Fl%/lz (AT, p, g, A).

Then there exist @; and &, such that
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- TP
1+]
5y Mg (o)

@0 as m+nQa. (3.1)
men 2<i+j<m+n P1

and

- fiep TP
XY Mg —(Am”y”)“ﬂ

B0 as m+nBR.  ..(3.2)
men 2<i+jsm+n p2
1 1
Let@ = mln[— —] Then we have

P1 P2
v TP [ o
i+] i+]

m+n 20+ j<mn p m+n2<|+j<m+n P1

i\ TRij
1+
2 (Arr?kijxij)‘/ .
ZZ I g ———m—— 20 as m+niX
P2

M
m"""2<|+J<m+n 2

i+ Pij
m J
(Anki'xi')l/
ZZ 1",6' M AUl i) VAR B0 as m+nE.
m+n2<|+J<m+n 1+M2 p

2
Therefore, x FM1+M2 (AT, p, q, 1).

This completes the proof.

Proposition 2.4. Let m,nEERRE. Then we have the following inclusions.
(i rM(Arr? Lpar)c md amp g0
() AR AT pan) © A (AT p, g, 1)

Proof. We prove the case (i) only. The other cases follows in a similar way, Let x
I'im (Am ) P, 0, A ) Then we have

1 (am=2; "
B ZZ M| g Jall B0 as m+nCE, for some B> 0.
m'+n 2<i+j<m'+n’ p

Since M is non-decreasing convex function and g is a semi-norm, we have

L Pij
i+j
1 ZZ M| g (Ar,‘]‘kijxij)l/

m+n’ 2<i+j<m'+n' P
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m-1 m-1 i+] i
1 Ty M| g Cﬁn—lkuxu-An—1Ki+u+1Xi+u+1y/
m+n’ 2<i+j<m'+n’ P
_ i+] Pij _ i+] Pij
@D 1 sy (Am 17»., Ij)l/ Y Mg (Arr?—ll}“i+1,j+1xi+l,j+1)l/
m'+n’ 2§i+jsm'+n m+n 2<i+j<m'+n’ P1
B0 as M'+n'ER.
Therefore,
L p
1 (m ) __)L/|+J
> Mg @t || goas men'ee.
m+n’ 2<i+j<m'+n’ P
H 2 m
ence, xBRIT Y (A, p, O, A).
This completes the proof.
r
Proposition 2.5. Let 0 BRlp; B ryand let { be bounded. Then F,%A (AT, p, g, 1)
Pij
2 m
cIm (Ap,p,Q, A).
Proof. Letxl",%A (A™,p, g, 1) . Then
L p
1 (Amk X )‘/HJ !
> M| g SnCuTa EOas M'+n'B8.  ..(5.1)
m+n’ 2<i+j<m'+n' P

1 I " Pij
Let t; = mi ZZ M| q A”}L'JX—'J and B = {J} Since piERRr;, we

n 2<i+j<m'+n’ p Tij

have ORI 1. Take 0 < & < ;.
Define

tij (tlj 21) 0 (tu 21)
Ui = and Vi = (52)
0 (tij <1) tij (tij <1)

Aji Aji Aii
tij= U]j+V]j, t|JJ = UIJJ + V|JJ

, Aij L e | IR | Mij
Now it follows that uij BRu; BEElL;, Vij BIEVij, since tij —uij +Vij then tij B t; +
A
Vij'

TP TPl
i+] i+j
LYY g e o YY Mg )

m+n'’ 2<i+j<m'+n’ p m+n' 2<i+j<m'+n’ p
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r TP P
I+ i+]
2.2 qu >y Mq(miixii)v
p

e 2<i+j<m'+n’ P M40 i Fjem+n'

r TR NP
1+] 1+]
LYY g S LYY e

m 2<i+j<m'+n’ p mn 2<i+jsm'+n’ P

g™
> M| g Lot B0 as m'+n' EER(by (5.1)).

But
m+n 2<i+j<m'+n’ p
Therefore,
1 (m ) ")]/I+J
> M| g WnhiXij) BRas M'+N'ER.
m-+n’ 2<i+j<m'+n' p

Hence, x F,%A (Ar,?,p, 0, A). From (5.1), we get F,%A (Arrr]],r, q, X)F,%A (Aw,p, 0, A). This
completes the proof.

Proposition 2.6. (a) Let O<inf py@p;@1. Then F,%A (AT p, g, k)l",a (AT, p, g, 1)
(b) Let 1Bp;Bsup p;<E. Then F|\2/| (A" p,q, X)F,%A (AT p, g, 1)

Proof. (a) Let x@ F,%A (AT p, g, 1). Then

1

g ]
e ZZ M| q anTntyy BOas M'+N'pr. ..(6.1)
2<i+j<m'+n’ p

Since 0 < inf pii B p; @ 1.

NN TP
My o 1+] m 1+]
oS L €70 R
m+n’ 2<i+j<m'+n’ p m+n’ 2<i+j<m'+n’ p
From (6.1) and (6.2) it follows that, x B T%y (AT,q,%). Thus T (AT.p, g, 1) BTH
(AT,p, 0, 1). We have tus proven (a).
(b) Let p; B 1 for each i,j and sup pj <@ and let x F,%A (AT ,q, 1) . Then

m, o i+]j
Y M q (A“X'JX'J)U B0 as M'+ N'EERRRRRERERRRRRRRERRRR
m+n’ 2<i+j<m'+n’ p

Since 1 B p;j @ sup pjj <@, we have

ij )\ JPi i+ \\ ]
) Mq(A??kijxij)‘/ » Mq(AWinij)‘/

m+n 2<i+j<m'+n’ p m+n 2<i+i<m'+n' P
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1 (m N
> M| g J @0 as M'+N'EER. (by using (6.3)).
m+n' 2<i+j<m'+n’

Therefore, x F,%A (AT p, g, ).
This completes the proof.
Proposition 2.7.

« I]
1 m, “)l/lﬂ
szﬁﬂ (AT .p, 0, ), with the hypothesis that —— » q(A”x'JX'J
' 2<i+j<m'+n’ p

Vit]
‘Xij‘ .
Proof. Let x F2 . Then we have the following implications :

‘ 1i+] .
Xij‘ [0 as i+jER. .(7.1)

i+]
Xij‘ , by our assumption, implies that

But

£y g bl
p

m'+n’ 2<i+j<m'+n’

m
—_— )3 M| g (A b X”)M @0 as M'+N'EEEby (7.1)

m'+n’ 2<i+j<m'+n’

Then x F,%/I (AT p, g, %) and r? F,%A (AT p, g, 1)
This completes the proof.
Proposition 2.8. F,%A (A™,p, g, 1) has AK where M is an Orlicz function.

TRl
m i+
Y g i B2, and

Proof. Let x=(xi,~)1“|€,| (Aw,p, 0, ) but then
l 2<i+j<m'+n’ p

hence

m i+ ) [
AnijXij o
sup zz M| g ———— B0 as M'+N'ga. ...(8.1)
i+j>m+n+1| M+ 2<i+j<m+n’

Take the n'" sectional sequence of x, x(n) = (X1, X2, X3, ....., Xn, 0, .....). By using (8.1),
o (Amx )m+, Pij
dx, xM+Mn= syp TY Mg ijXij B0 as M'+ N’ EEE
i+j2m+n+1 mn’ 2<i+ j<m'+n p

which implies that x! M’ Mgy as m'+ N'EE, implying that F,%A (Ar,T]],p, q, 1) as AK.
This completes the proof.

Proposition 2.9. F,%A (A™,p, g, ) is solid.
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Proof. Let | |x;| @ |y;| and lety = (yi,-) F,%A (AT.p, 0, 1), because M is non-decreasing

1

2

m'+n’ 2<i+j<m'+n’

P (Amk x”)u

and because yl“,a (A" p, g, 1)

1

—— 2

m+n' 2<i+j<m'+n’
That is,

1

— L)

m'+n’ 2<i+j<m'+n’

1

2

m'+n’ 2<i+j<m'+n’

(m x,,)”'“

_M q (Aminij)u”j

p

[ i+
g}
M| g nAijAij
p

1 g
D 30 DR I I el
m+n 2<i+j<m'+n' p
7Pij
2
i)
7Pij

B0as M'+n'ER and

Pij
B0 as M'+n'E&.

Therefore x = (x;) F|\2/| (AT p, g, ).
This completes the proof.

Proposition 2.10. [Fﬁ,, (Arr?, p, q,k)}a = A°.

Proof. Step 1.

r2 F,%/I (Aw,p, 0, 1) by Proposition 2.7, this implies that [F,%A (Ar,?, P, q,?»)r = A°.

Therefore,

[Fl%ll (Am’P,q,X)FAZ.

2

2

..(10.1)

Step 2. Lety A% . Then lyi| < T for all I,j and for some constant T2 > 0.

Let x EBL (AT,p, g, 1) Then

Hence,

b))

m+n' 2<i+j<m'+n’

1

, So that

1

')

m'+n’ 2<i+j<m'+n’

_M ] g

p

] ey
p

B0as m'+n'

2.

o 2<i+j<m'+n’

RN
i+]
(A??ijij)]/
Mg ————
p

Pij
1
< B for given &> O for sufficiently large i,j. Take & = E

i Pij

. But then

" 2Ty

509 |
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- TP
( Ji+] J
AT )l
.1_. Yy M| gl 22N i < i1+.,sothat
M+ o<it j<mn' p 2'*]

o)

gy
% » M| q B bipXiiYi) converges.
M+ o<it j<mn' p

Zz Miq % converges.

i+j<m'+n’

1
m'+n' <

Therefore, Z Z

2<i+j<m'+n’

Hence, ZZ Blijxijyi converges, so thaty [F,%A (Arr? P, 0, X)F . Thus
2<i+j<m'+n’

A2 [F,?A (Arrﬁ1 P, q,k)r .(10.2)

Step 3. From (10.1) and (10.2), we obtain [F,%A (Arrr,] P, q, k)r = A2,

This completes the proof.

Proposition 2.11. [F,%A (Arrr]1 P, q, K)}l =A% form= ERERER

Proof. Step 1.
F,%A (Arrrll,p, (0, ) has AK by proposition 2.8. Hence by Lemma 1.1(ii) we get

[F,%A (Arrr]w P, q, X)F = [FI%/I (Arr? : p,q,k)]f . But [1",%4 (Arrr]w P, q, X)F =A% Hence,

[r,a (Ar,']‘, p,q,x)]f =AZ. .(11.1)

Step 2.

Since AK implies AD, hence by Lemmi1 1.1(iii) we get [F%A (AW,p,q,?»)F=
[1",%4 (Arr?,p,q,?»)]y . Therefore, [Fﬁ,, (Arr?, p,q,h)]y = A2, .(11.2)

Step 3.

F,%A (Aw,p, 0, 1) is normal by Proposition 2.9. Hence by [20, proposition 2.7], we get

[r,%,, (A’}?,p,q,x)r - [r,%,, (A?? , p,q,x)]y =A%, (11.3)
From (11.1), (11.2) and (11.3), we have

(STHIERRY S TA I RY N A TLIERRY [ Y AT IFNRY [PV

This completes the proof.
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